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	Volume 5 of AI/DataScience Library editored by Prof. Yamanishi has been published.

	
	
Volume 5 of AI/DataScience Library (Saiensu-sha) editored by Prof. Yamanishi has been published.




Kajino, Miyaguchi, Osogami, Iwaki, Waji: "From Reinforcement Learning to Reliable Decision Making"






	




2024/02/15　



« Prof.Yamanishi was awarded the title of Fellow by IEICE.







	Prof.Yamanishi was awarded the title of Fellow by IEICE.

	
	
Professor Yamanishi was awarded the title of Fellow by IEICE (Institute of Electronics, Information and Communication Engineers). 




He was awarded for his contributions to the creation of information-based learning theory and its application to data science.




The presentation ceremony will be held at the national conference of the Institute of Electronics, Information and Communication Engineers on March 5th.

	




2023/12/13　



« Assistant Professor  Taira Tsuchiya joined the lab.

Volume 5 of AI/DataScience Library editored by Prof. Yamanishi has been published. »







	Assistant Professor  Taira Tsuchiya joined the lab.

	
		




2023/10/01　



« Prof Yamanishi’s book entitled: "Learning with the Minimum Description Length Principle" has been published from Springer.

Prof.Yamanishi was awarded the title of Fellow by IEICE. »







	Prof Yamanishi’s book entitled: "Learning with the Minimum Description Length Principle" has been published from Springer.

	
	
The following book has been published from Springer/Nature.　　





Kenji Yamanishi: 
”Learning with the Minimum Description Length Principle”　Springer/Nature  2023.
DOI https://doi.org/10.1007/978-981-99-1790-7
 
	




2023/09/29　



« A paper on topological data analysis has been accepted for Neurlips2023.

Assistant Professor  Taira Tsuchiya joined the lab. »







	A paper on topological data analysis has been accepted for Neurlips2023.

	
	
The following paper on topological data analysis has been accepted for Neurlips2023:




N. Nishikawa, Y. Ike, and K. Yamanishi: "Adaptive Topological Features via Persistent Homology Filetering Learning for Point Clouds”, accepted for presentation at Neurlips 2023.

	




2023/09/28　



« Three papers have been accepted for ICDM2023.

Prof Yamanishi’s book entitled: "Learning with the Minimum Description Length Principle" has been published from Springer. »







	Three papers have been accepted for ICDM2023.

	
	
The following three papers have been accepted for presentation at IEEE International Conference on Data Mining (ICDM 2023).




 Y. Li, L. Xu, and K. Yamanishi: "GMMDA: Gaussian Mixture Modeling of Graph in Latent Space for Graph Data Augmentation”(regular).




S.Fukushima and K. Yamanishi: ""Balancing Summarization and Change Detection in Graph Streams" (short).




R.Yuki, A.Suzuki, and K. Yamanishi: "Dimensionality and Curvature Selection of Graph Embedding using DNML Code-Length" (short).

	




2023/09/04　



« AI/Data Science Library Vol. 4 edited by Prof.Yamanishi has been published.

A paper on topological data analysis has been accepted for Neurlips2023. »







	AI/Data Science Library Vol. 4 edited by Prof.Yamanishi has been published.

	
	
AI/Data Science Library ーFrom Fundamentals to Applicationsー（Saiensu sha）




Vol.4   Ike, Escala, Oobayashi, Kaji："From Topological Data Analysis to Structure Discovery"




has been published.






	




2023/09/04　



« A paper on dimensionality selection for hyperbolic embedding has been accepted for KAIS.

Three papers have been accepted for ICDM2023. »







	A paper on dimensionality selection for hyperbolic embedding has been accepted for KAIS.

	
	





The following paper on dimensionality selection for hyperbolic graph embedding has been accepted for the journal: Knowledge and Information Systems (KAIS)./




R.Yuki, Y.Ike, K.Yamanishi:  Dimensionality selection for hyperbolic embedding using decomposed normalized maximum likelihood code-length.






	




2023/07/15　



« A paper on continuous model selection with descriptive dimension has been accepted for Applied Intelligence.

AI/Data Science Library Vol. 4 edited by Prof.Yamanishi has been published. »







	A paper on continuous model selection with descriptive dimension has been accepted for Applied Intelligence.

	
	The following paper on continuous model selection with descriptive dimension has been acccepted for Applied Intelligence （Springer/Nature).

K. Yamanishi and S. Hirai:  Detecting Signs of Model Change with Continuous Model Selection Based on Descriptive Dimension.

	




2023/06/12　



« The second DSS symposium and Yamanishi's lab OB/OG will be held on July 7th.

A paper on dimensionality selection for hyperbolic embedding has been accepted for KAIS. »







	The second DSS symposium and Yamanishi's lab OB/OG will be held on July 7th.

	
	The second DSS symposium and Yamanishi's lab OB/OG will be held on July 7th.

	




2023/06/12　



« The labo will be introduced on May 20th.

A paper on continuous model selection with descriptive dimension has been accepted for Applied Intelligence. »
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					所在地
	〒113-8656
東京都文京区本郷7-3-1　東京大学大学院　情報理工学系研究科
数理情報学専攻　数理情報第6研究室
	TEL
	03-5841-6895（山西教授）
03-5841-6898（近藤助教、土屋助教）
	FAX
	03-5841-8599（山西教授）


			

			
				山西研究室は学習数理情報学を専門とする研究室です。学習数理情報学は機械学習の理論的側面である情報論的学習理論と実践的側面であるデータマイニングの研究の両方からなっています。
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